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Introduction
Abnormal transactions capture always challenging problems in financial industry
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Introduction
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Introduction
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Graph based anomaly detection overview

node, edge , sub-graph , graph £ 47} ] Z+Aof|A &

Related work

Anomalous Node
|
: Ditaction ' Graph
Anomalous Edge i
: o : Anomaly Detection Thang otal
Anomalous Sub- __ANOS ED
I | O t al.
| o | wang ot a
| P ——r—— | — Anomalous Graph | Zheng etal. Duan et al. Peietal.
Anomaly/Outlier | om—— Detootion. . .0 - ANOSED |[l__ANOS Ding et al.
Definitions [Bandyopadhyay|
Zheng etal. Mzal. = Liu et al.
AT Z g Wang et al. Ding et al. Wang et al.
ne appears to
deviate markedly from 2 Zhang etal. Dou et al. Zhang et al.
other members of the = Di al
sample in which it occurs g Ding et al. Liu et al. ing et al.
K =
Yuetal. Lietal Fan etal. g
Grubbs’ Huetal. Wu et al. Liang et al. Ding et al. Peng et al. Wang et al.
Definition : —
H ANOS ND ,—‘ 1 ANOS ND L\ ANOS ND ANOS ND
1969 1980} 2008-2012 2013 18} &‘oE {2020 {2021}
z = Time
e g s eb | [“mwes se6| oswo | [{ moses '
Definition '§ Aggarwal et al. | | Bogdanov et al. Peng et al. Yoon et al.
2 Miller et al. H ANOSED
‘An outlier is an observation E Liuetal Eswaran and Nilforoshan
that differs so much from othe - Faloutsos and Shah
observations as to arouse % Chenetal. Jie et al
suspicion that it was generated E =

by a different mechanism

-Shao etal.

Fig. 2: A Timeline of Graph Anomaly Detection and Reviewed Techniques.

* Ma, Xiaoxiao, et al. "A comprehensive survey on graph anomaly detection with deep learning." IEEE Transactions on Knowledge and Data Engineering (2021).



Graph based anomaly detection overview
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* Ma, Xiaoxiao, et al. "A comprehensive survey on graph anomaly detection with deep learning." IEEE Transactions on Knowledge and Data Engineering (2021).

Related work

* Global anomalies only consider the node
attributes. They are nodes that have attributes
significantly different from all other nodes in the
graph.

» Structural anomalies only consider the graph
structural information. They are abnormal
nodes that have different connection patterns
(e.g., connecting different communities, forming
dense links with others).

« Community anomalies consider both node
attributes and graph structural information.
They are defined as nodes that have different
attribute values compared to other nodes in the
same community.



Random-walk based method vs. Graph neural network based method Related work
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node2vec with abnormal detection Related work
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FIGURE 7. Evaluation on F1-score with different datasets.

Node2Vec algorithm on Spark GraphX to learn and represent the topological features of a
vertex in the network graph into a low-dimensional dense vector.

* H. Zhou et al.: Internet Financial Fraud Detection Based on Distributed Big Data Approach With Node2vec



node2vec with abnormal detection

Related work
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Figure 1. System architecture

Figure 4. Attributes organization.
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Figure 5. Random walk simulation
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Figure 9. Improvement on AUC.

The original Node2Vec path only contains vertex ID, meaning only graph structure is taken into account. Actually, vertex attributes, such as third-party credit
score, sex, etc, can all be important. We will combine attributes to a long value, as Figure 4 shows. If the raw attribute has many values such as credit

score, it will be divided into several levels.

— graph structure design (node attributes,property £ 2}2t2| .- =2 i A random-walk 0fl = &

* Zhan, Qing, and Hang Yin. "A loan application fraud detection method based on knowledge graph and neural network." Proceedings of the 2nd International Conference on Innovation in Artificial Intelligence. 2018.



node2vec with abnormal detection

Table 3: Macro-F1 on sampled dataset with sampled training
ratios.

Algorithms 20% | 40% | 60% | 80%
node feature skip-gram | 0.628 | 0.663 | 0.668 | 0.67
matrix factorization 0.518 | 0.57 | 0.614 | 0.617

LINE 0.737 | 0.74 | 0.742 | 0.745
node2vec 0.74 | 0.741 | 0.743 | 0.745
FeatNet-1 0.742 | 0.775 | 0.801 | 0.867
FeatNet-2 0.745 | 0.787 | 0.829 | 0.875

(5) FeatNet-1. FeatNet-1 uses device ID and Wi-Fi AP relation-
ships.

(6) FeatNet-2. FeatNet-2 uses device ID, Wi-Fi AP and user ac-
count relationships.

— graph structure design
(user-user Ol Al user property & &, A X2
th )

Related work
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Figure 2: Scalability.

Table 5: AUC values on large-scale dataset with sampled
training ratios.

Algorithms 20% 40% 60% 80%

node feature skip-gram | 0.698 | 0.700 | 0.699 | 0.705
FeatNet-1 0.874 | 0.878 | 0.880 | 0.881
FeatNet-2 0.875 | 0.880 | 0.883 | 0.885

Some optimization from previous work [15] makes the sampling procedure efficient. As
shown in Figure 2 FeatNet-2 scales nicely with learning time increasing linearly, and
completes learning of the whole dataset in 59 minutes.

* 13,567,732 device IDs, 1,260,835 of which are spam; 12,306,897 of which are not spam. There are 31,427,140 BSSIDs and 136,006 user account IDs.

* Xu, Chao, et al. "FeatNet: large-scale fraud device detection by network representation learning with rich features.” Proceedings of the 11th ACM Workshop on Artificial Intelligence and Security. 2018.



node2vec with abnormal detection

Related work
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Random walk handling (biased)

biased random walk , p2} q% =l
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Figure 2: Illustration of the random walk procedure in node2vec.
The walk just transitioned from £ to v and is now evaluating its next
step out of node v. Edge labels indicate search biases a.
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Return parameter, p. Parameter p controls the likelihood of
immediately revisiting a node in the walk.

Setting it to a high value (> max(q. 1)) ensures that we are less likely to
sample an already visited node in the following two steps (unless the
next node in the walk had no other neighbor).

This strategy encourages moderate exploration and avoids 2-hop
redundancy in sampling. On the other hand, if p is low (< min(q. 1)). it
would lead the walk to backtrack a step (Figure 2) and this would keep
the walk “local” close to the starting node u.

In-out parameter, q. Parameter q allows the search to differentiate
between “inward” and “outward” nodes.

Going back to Figure 2, if g > 1, the random walk is biased towards
nodes close to node t. Such walks obtain a local view of the underlying
graph with respect to the start node in the walk and approximate BES
behavior in the sense that our samples comprise of nodes within a
small locality.

In contrast, if g < 1, the walk is more inclined to visit nodes which are
further away from the node t. Such behavior is reflective of DFS which
encourages outward exploration.

* Grover, Aditya, and Jure Leskovec. "node2vec: Scalable feature learning for networks." Proceedings of the 22nd ACM SIGKDD international conference on Knowledge discovery and data mining. 2016.



node2vec, node2vec+ (numba)

PecanPy: A parallelized, efficient, and accelerated
node2vec(+) in Python

Learning low-dimensional representations (embeddings) of nodes in large graphs is key to applying machine learning
on massive biological networks. Node2vec is the most widely used method for node embedding. PecanPy is a fast,
parallelized, memory efficient, and cache optimized Python implementation of node2vec. It uses cache-optimized
compact graph data structures and precomputing/parallelization to result in fast, high-quality node embeddings for
biological networks of all sizes and densities. Detailed source code documentation can be found here.

The details of implementation and the optimizations, along with benchmarks, are described in the application note
PecanPy: a fast, efficient and parallelized Python implementation of node2vec, which is published in Bioinformatics.
The benchmarking results presented in the preprint can be reproduced using the test scripts provided in the
companion benchmarks repo.

v2 update: PecanPy is now equipped with node2vec+, which is a natural extension of node2vec and handles
weighted graph more effectively. For more information, see Accurately Modeling Biased Random Walks on Weighted
Graphs Using Node2vec+. The datasets and test scripts for reproducing the presented results are available in the
node2vec+ benchmarks repo.

* Liu, Renming, Matthew Hirn, and Arjun Krishnan. "Accurately modeling biased random walks on weighted networks using node2vec+." Bioinformatics 39.1 (2023): btad047.

Methodology
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Edge design Methodology
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Experiment
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LEER A HIE(%)
3 42,019 21%
Bl 4,545 2%

unknown 157,205 77%

There are 203,769 node transactions
and 234,355 directed edge payments
flows.

- updated version :
https://github.com/git-disl/EllipticPlusPlus/tree/main

* M. Weber et. al. Anti-Money Laundering in Bitcoin: Experimenting with Graph Convolutional Networks
for Financial Forensics, KDD 19 Workshop on Anomaly Detection in Finance, 2019.
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centrality

EggeZ2u s

hop 2| distance € YtH &t closeness Jt 4

S 2aMs

CHOlA S8

CtFSt centrality & BHFIME2M. (unofficial)

Experiment

MNsAHE raw-feature eigenvector betweenness degree closeness raw-node2vec
Graph Centraliy measurements roc-auc | 0.9453 | 09190 | 09135 | 0.9460 | 0.9446 | 0.9436
Wode Degree Eigen ce_mpala-y PageRank
e ‘““:Cw i s Seorsalelibion f1-score | 0.9581 | 0.9680 | 0.9651 | 0.9449 | 0.8685 | 0.9728
el B ety ndessmoins | 09337 | 0.8343 | 0.9071 | 0.9343 | 0.9357 | 0.9341
closeness / betweenness

easy access +o all nodes auantify node importance
(shortest distance from graph nodes )

> in informadtion Flow

cugraph vs. networkx with ray

% 7 networkx + ray € =& &tCHH, GPU JF I E Iarge graph Ol A
N, centrality £ =Z0t=0 R/t 81 S.
shortest poth assumption (ot o\lwodfs +he case ! )

eigenvector € edge weight £ F

https://towardsdatascience.com/notes-on-graph-theory-centrality-measurements-e37d2e49550a

Node2vec Node2vec+
f1-score 0.9729 0.9556
auc-roc 0.9453 0.8763
*real-world IOIEHHZ Al 42 2o E DA SLICE QIOIEA! XIR& 0| Jtsadtal

| A S
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Conclusion
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